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Executive Summary 

Adopting Azure Virtual Desktop (AVD) marks a key transition in End-User Computing 
(EUC), shifting organizations from capital-heavy on-premises VDI to a flexible, 
pay-as-you-go cloud model.  

A successful implementation requires close alignment with the Microsoft Cloud Adoption 
Framework (CAF) for Azure, whose phases—Plan, Ready, Adopt, Govern, and 
Manage—ensure technical deployment supports business goals around agility, security, 
and cost efficiency.  

This roadmap guides enterprise architects and IT leaders through the AVD lifecycle, 
covering identity modernization, profile storage optimization, RDP Shortpath network 
enhancements, and infrastructure-as-code automation, while helping avoid pitfalls like 
poor user experience from latency, uncontrolled cost growth, and remote access 
security risks. 

 

Executive Strategy and the Cloud Adoption Framework.........................................................3 
Architectural Readiness: The Landing Zone............................................................................ 6 
Adoption and Implementation Strategy.....................................................................................9 
Security and Governance..........................................................................................................11 
Operational Management and Optimization............................................................................13 
Business Continuity and Disaster Recovery (BCDR)............................................................ 14 
Pilot Execution and User Acceptance Testing (UAT)............................................................. 15 
Conclusion................................................................................................................................. 16 

 



 
Executive Strategy and the Cloud Adoption Framework.........................................................3 

The Business Case: Shifting from CapEx to OpEx..................................................................3 
User Persona Definition and Capacity Planning......................................................................4 

Architectural Readiness: The Landing Zone............................................................................ 6 
Identity Strategy: The Modernization Imperative..................................................................... 6 
Storage Architecture: The FSLogix Performance Engine........................................................7 
Network Architecture and RDP Shortpath............................................................................... 8 

Adoption and Implementation Strategy.....................................................................................9 
Host Pool Architecture: Pooled vs. Personal........................................................................... 9 
Automated Image Management.............................................................................................. 9 
Infrastructure as Code (IaC) and Bicep................................................................................. 10 
Application Delivery Strategies.............................................................................................. 10 

Security and Governance..........................................................................................................11 
Conditional Access and Zero Trust........................................................................................ 11 
Data Leakage Prevention (DLP)............................................................................................12 

Operational Management and Optimization............................................................................13 
Autoscale Logic and Cost Optimization................................................................................. 13 
Monitoring with AVD Insights................................................................................................. 13 

Business Continuity and Disaster Recovery (BCDR)............................................................ 14 
BCDR for Pooled Host Pools.................................................................................................14 
BCDR for Personal Host Pools..............................................................................................15 

Pilot Execution and User Acceptance Testing (UAT)............................................................. 15 
Success Criteria (KPIs)..........................................................................................................15 
UAT Scenarios.......................................................................................................................16 

Conclusion................................................................................................................................. 16 

 

 

 

Cloud Experts | Page 2 



Executive Strategy and the Cloud 
Adoption Framework 
The adoption of Azure Virtual Desktop (AVD) represents a pivotal shift in End-User 
Computing (EUC) strategy, moving organizations from rigid, capital-intensive 
on-premises Virtual Desktop Infrastructure (VDI) to a flexible, consumption-based cloud 
model. To navigate this transformation effectively, the implementation roadmap must be 
strictly aligned with the Microsoft Cloud Adoption Framework (CAF) for Azure. The CAF 
provides a structured methodology divided into critical phases—Plan, Ready, Adopt, 
Govern, and Manage—ensuring that the technical deployment satisfies broader 
business objectives regarding agility, security, and cost-efficiency. 

This roadmap serves as a comprehensive guide for enterprise architects and IT 
decision-makers. It dissects the AVD lifecycle, addressing the nuances of identity 
modernization, storage performance tuning for profile management, network 
optimization via RDP Shortpath, and the automation of infrastructure through code. By 
adhering to this strategic plan, organizations can avoid common pitfalls such as 
latency-induced poor user experience, unmanaged cost sprawl, and security 
vulnerabilities inherent in remote access solutions. 

The Business Case: Shifting from CapEx to OpEx 

The fundamental economic argument for AVD lies in the transition from fixed hardware 
procurement cycles to an operational expenditure model. In a traditional VDI 
environment, capacity planning requires purchasing hardware for peak utilization, often 
resulting in idle resources during off-peak hours. AVD leverages the elasticity of the 
Azure cloud, allowing the environment to scale horizontally based on real-time demand. 
The AVD control plane—comprising the web access, gateway, connection broker, and 
diagnostics services—is provided by Microsoft as a managed service, eliminating the 
need for organizations to deploy, patch, or maintain the complex management 
infrastructure required by legacy on-premises solutions. 

However, the realization of these economic benefits is contingent upon accurate 
licensing strategies and aggressive power management. The roadmap necessitates a 
rigorous analysis of existing Microsoft 365 entitlements. For internal commercial 
purposes, most enterprises utilizing Microsoft 365 E3, E5, or Business Premium (for up 

 

 

Cloud Experts | Page 3 



to 300 users) already possess the necessary usage rights for Windows 10/11 Enterprise 
multi-session, effectively zero-rating the access cost. 

Licensing 
Scenario 

Required License Usage Context Economic 
Implication 

Internal 
Enterprise 
Users 

Microsoft 365 
E3/E5/F3/Business 
Premium 

Employees 
accessing AVD for 
work. 

No additional 
cost; access is 
included in the 
suite. 

External/ISV 
Usage 

Per-User Access 
Pricing 

Independent 
Software Vendors 
hosting apps for 
clients. 

Monthly 
charge per 
user (Apps vs. 
Desktop). 

Non-Windows 
Endpoints 

Windows VDA Per 
User 

Linux/Thin Clients 
accessing AVD 
without M365. 

Separate 
subscription 
required. 

Server OS 
(Legacy) 

RDS CAL with 
Software Assurance 

Windows Server 
2016/2019/2022 
workloads. 

Requires 
maintaining 
RDS CALs; no 
per-user 
pricing 
available. 

Table: Licensing Eligibility and Cost Implications. 

It is critical to note that per-user access pricing is strictly regulated and available only for 
external commercial purposes; it cannot be used to license internal employees, a 
compliance distinction that organizations must document clearly. Furthermore, the 
choice between Windows 10/11 Enterprise Multi-session and Windows Server as the 
operating system dictates the licensing model; the former allows the consolidation of 
multiple users onto a single VM without requiring RDS CALs, presenting a significant 
cost advantage over traditional Server-based RDSH deployments. 

User Persona Definition and Capacity Planning 

The precision of the AVD deployment depends heavily on the accuracy of the "Plan" 
phase, specifically regarding user personas. A "one-size-fits-all" approach to VM sizing 
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inevitably leads to either performance bottlenecks or financial waste. The roadmap 
mandates a granular categorization of the user base into distinct personas—Light, 
Medium, Heavy, and Power—based on their resource intensity and application 
concurrency. 

This categorization drives the selection of the Virtual Machine Stock Keeping Unit (SKU) 
and the user density per vCPU. The industry standard for AVD workloads gravitates 
towards the D-series (General Purpose) VMs, specifically the Dads_v5 series, which 
utilize AMD EPYC processors. These instances typically offer a superior 
price-to-performance ratio for VDI workloads compared to their Intel counterparts. 

Persona Workload 
Description 

Density 
(Users/vCPU) 

Recommended Azure 
VM Series 

Light Database entry, 
browser-based 
tasks, command line 
apps. 

6 Standard_D2as_v5 (2 
vCPU, 8GB RAM) 

Medium Standard office 
productivity (Word, 
Excel), static web 
apps. 

4 Standard_D4as_v5 (4 
vCPU, 16GB RAM) 

Heavy Complex macros, 
large datasets, 
software 
development, 
extensive 
multitasking. 

2 Standard_D8as_v5 (8 
vCPU, 32GB RAM) 

Power CAD/CAM, Video 
Editing, 3D 
Modeling. 

1 Standard_NV_series 
(GPU Accelerated) 

Table: User Persona and Compute Sizing Matrix. 

For "Power" users requiring graphical acceleration, the N-series VMs (e.g., 
NVadsA10_v5) are essential. These VMs partition NVIDIA GPU resources to deliver a 
workstation-class experience remotely. It is architecturally sound to favor larger VM 
sizes (e.g., D8s or D16s) for pooled host pools rather than numerous small VMs. Larger 
instances reduce the percentage of compute resources consumed by the OS overhead 
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and provide a larger "buffer" to absorb temporary spikes in user activity, mitigating the 
"noisy neighbor" effect common in multi-session environments. 

Architectural Readiness: The Landing 
Zone 
The "Ready" phase of the CAF involves preparing the Azure Landing Zone—the 
underlying infrastructure plumbing—to support the AVD workload. This phase involves 
irreversible architectural decisions regarding identity, networking, and storage that will 
dictate the environment's security posture and performance characteristics. 

Identity Strategy: The Modernization Imperative 

Identity is the new perimeter in cloud computing. Historically, VDI deployments were 
tightly coupled with on-premises Active Directory Domain Services (AD DS). However, 
AVD architecture is increasingly pivoting towards a cloud-native approach. The 
roadmap strongly recommends Microsoft Entra ID Joined (formerly Azure AD Joined) 
session hosts for all new greenfield deployments. 

The distinction between Entra ID Join and Hybrid Join is profound. Entra ID Join 
eliminates the requirement for "line-of-sight" connectivity to domain controllers for the 
join process, simplifying network topology and removing the reliance on complex VPN 
or ExpressRoute configurations solely for machine authentication. It enables seamless 
integration with Microsoft Intune for device management, treating the virtual desktop 
with the same modern management paradigm as a physical laptop. 

Hybrid Identity Considerations: 

While the destination is cloud-native, many organizations operate in a transitional state. 
A Hybrid Identity model (syncing on-prem AD to Entra ID via Entra Connect) remains 
necessary if the session hosts require access to legacy on-premises resources using 
NTLM or Kerberos authentication where the resource does not support modern 
authentication protocols. Furthermore, if the organization relies on extensive Group 
Policy Objects (GPOs) that have not yet been migrated to Intune Configuration Profiles, 
Hybrid Join may be a temporary requirement. However, it is vital to note that Windows 
Server session hosts cannot be managed by Intune; thus, if the architecture calls for 
Windows Server 2019/2022 session hosts, the management plane must remain legacy 
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Active Directory and GPOs. 

Storage Architecture: The FSLogix Performance Engine 

In non-persistent VDI environments, user data persistence is achieved via FSLogix, 
which encapsulates the user profile into a VHD(X) container that is mounted over the 
network at login. Consequently, the performance of the AVD environment is inextricably 
linked to the performance of the underlying storage subsystem hosting these 
containers. Slow storage results in agonizingly long login times ("Logon Storms") and 
sluggish application responsiveness. 

The architectural decision lies between Azure Files Premium and Azure NetApp Files 
(ANF). 

Azure NetApp Files (ANF): 

For enterprise deployments, ANF is the superior choice. It is a bare-metal, 
high-performance file storage service that delivers sub-millisecond latency, which is 
critical for handling the high IOPS demands of FSLogix during peak login windows. ANF 
offers dynamic performance sizing, allowing administrators to increase throughput 
levels on the fly without migrating data. Recent updates have reduced the minimum 
capacity pool size to 1 TiB, lowering the barrier to entry, and features like "Cool Data 
Access" can automatically tier infrequently accessed data to lower costs. Benchmarks 
indicate that ANF consistently outperforms Azure Files in heavy write scenarios, such 
as the simultaneous creation of profile containers for hundreds of users. 

Azure Files Premium: 

Azure Files Premium serves as a capable alternative for smaller or cost-sensitive 
deployments. It runs on SSD-backed storage and supports the SMB protocol. While 
performant, it generally exhibits slightly higher latency compared to ANF (~3ms vs 
~1ms). It is essential to configure Azure Files with Zone Redundant Storage (ZRS) to 
ensure high availability across availability zones within a region, safeguarding user 
profiles against datacenter failures. 

Feature Azure NetApp Files (ANF) Azure Files Premium 

Protocol SMB 3.1.1, NFS 3.0/4.1 SMB 3.0 
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Throughput Up to 4,500 MiB/s Up to 10 GiB/s (Scales 
with capacity) 

Max IOPS Up to 460,000 Up to 100,000 

Latency Sub-millisecond (~1ms) Low (~3-5ms) 

Use Case High-performance, large scale 
(>500 users) 

Cost-sensitive, 
small-medium scale 

Table: Storage Solution Comparison for FSLogix. 

Network Architecture and RDP Shortpath 

Network latency is the primary determinant of perceived user experience in VDI. The 
Round Trip Time (RTT) between the client and the session host should ideally be below 
50ms, and must not exceed 150ms for a usable desktop experience. To minimize 
latency, AVD utilizes RDP Shortpath, a feature that establishes a direct UDP-based 
transport between the client and the session host, bypassing the TCP-based gateway 
relay. 

RDP Shortpath for Public Networks: 

For the modern remote workforce connecting over the internet, RDP Shortpath for 
Public Networks uses the ICE (Interactive Connectivity Establishment) and STUN 
(Session Traversal Utilities for NAT) protocols. This allows the client and session host to 
negotiate a direct UDP flow through NAT routers and firewalls. This direct path 
significantly increases available bandwidth and reduces latency compared to the 
traditional TCP reverse connect transport. 

RDP Shortpath for Managed Networks: 

For users connecting via private circuits (ExpressRoute or Site-to-Site VPN), RDP 
Shortpath establishes a direct UDP connection over the private IP space. This ensures 
that VDI traffic is treated with the Quality of Service (QoS) guarantees inherent in 
managed networks and avoids traversing the public internet entirely. 

The roadmap requires firewall configurations to allow outbound UDP traffic on ports 
3478 (STUN) and the high ephemeral range (49152–65535) to facilitate these direct 
connections. Without these rules, the connection will fall back to the slower, TCP-based 
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gateway transport. 

Adoption and Implementation Strategy 
The "Adopt" phase executes the deployment of the designed architecture. This phase 
focuses on the creation of host pools, the automation of image management, and the 
delivery of applications. 

Host Pool Architecture: Pooled vs. Personal 

The fundamental structural unit in AVD is the Host Pool. The selection between 
"Pooled" and "Personal" host pools dictates the management overhead and the user 
experience. 

Pooled Host Pools (Multi-session): 

This architecture leverages the unique capabilities of Windows 10/11 Enterprise 
Multi-session. Users are dynamically assigned to any available session host within the 
pool upon login. This model offers the highest density and cost efficiency, as compute 
resources are shared among multiple concurrent users. It is the recommended standard 
for task workers and general knowledge workers. Since users may land on a different 
VM each day, the environment must be stateless, with all personalization handled by 
FSLogix containers. 

Personal Host Pools (Persistent): 

In this model, a specific VM is permanently assigned to a single user (1:1 mapping). 
This creates a persistent desktop experience similar to a physical laptop. This approach 
is generally reserved for specialized use cases, such as developers requiring local 
administrative rights to install tools, or power users with incredibly high compute 
demands that would negatively impact other users in a shared pool. While providing 
maximum isolation, this model incurs significantly higher compute and storage costs. 

Automated Image Management 

The "Golden Image"—the base operating system image containing the corporate 
standard applications and configurations—is the heart of the VDI environment. 
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Historically, image management was a manual "ClickOps" process prone to 
configuration drift and human error. The roadmap mandates the automation of this 
process using Azure VM Image Builder (AIB). 

AIB is a managed service based on HashiCorp Packer. It allows administrators to define 
the image configuration as code (templates). These templates specify the source image 
(e.g., Windows 11 Marketplace image), the customization steps (PowerShell scripts to 
install software, apply security baselines, and run Windows Updates), and the 
distribution targets. 

Azure Compute Gallery (Shared Image Gallery): 

Images built by AIB should be distributed via the Azure Compute Gallery. This service 
provides version control, allowing administrators to roll back to previous image versions 
if issues arise. Crucially, it supports global replication, automatically copying the image 
to multiple Azure regions. This enables a consistent user experience for multi-region 
deployments, ensuring that a user in Europe and a user in the US are accessing 
desktops built from the exact same image definition. 

Infrastructure as Code (IaC) and Bicep 

To ensure consistency, repeatability, and rapid disaster recovery, the entire AVD 
infrastructure should be defined and deployed using Infrastructure as Code. Microsoft 
recommends Bicep, a domain-specific language that offers a cleaner syntax than ARM 
templates while providing full access to Azure Resource Manager capabilities. 

The deployment should utilize Azure Verified Modules (AVM). These are standardized, 
Microsoft-supported modules that encapsulate best practices. An AVM for AVD would 
programmatically deploy the host pool, application groups, workspaces, and scaling 
plans, ensuring that all diagnostic settings and security configurations are applied 
uniformly at the moment of creation. The use of Bicep modules allows for the separation 
of concerns; for example, a dedicated module can handle the networking prerequisites 
(VNet, NSGs), while another handles the AVD-specific components, enabling a modular 
and maintainable codebase. 

Application Delivery Strategies 

Separating the application layer from the OS layer is a key tenet of modern VDI 
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management. This reduces the size and complexity of the Golden Image and allows for 
more frequent application updates without requiring a full image rebuild. 

MSIX App Attach: 

The roadmap advocates for the adoption of MSIX App Attach. This technology 
packages applications into distinct containers (VHD or CIM format) that are "attached" 
to the session host OS at runtime. To the user and the OS, the application appears to 
be locally installed, but the binaries effectively reside on the network share. This 
provides the best of both worlds: the performance of local execution and the 
management simplicity of non-persistent infrastructure. 

Differentiation of Technologies: 

It is important to distinguish between "MSIX App Attach" (the established layering 
technology) and the newer "App Attach" (preview). The latter extends the capability to 
support packages stored outside the VM, aiming to further decouple the app from the 
infrastructure. However, for immediate production stability, standard MSIX App Attach 
remains the validated path. 

RemoteApp vs. Desktop: 

Within the AVD control plane, resources can be presented as full "Desktops" or 
individual "RemoteApps." RemoteApps are seamless windows that run on the server 
but appear on the client's local desktop. This is ideal for delivering specific legacy 
applications to users without migrating their entire desktop workflow to the cloud. A 
critical constraint to note is that a single user cannot simultaneously launch a 
RemoteApp and a Desktop session from the same host pool; doing so can cause 
session conflicts and black screens. Therefore, separate host pools must be 
provisioned if a user requires both experiences. 

Security and Governance 
The "Secure" and "Govern" phases are continuous processes that run parallel to the 
implementation. AVD exposes corporate resources to the edge and must be secured via 
a Zero Trust architecture. 

Conditional Access and Zero Trust 
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Access to the AVD workspace must be gated by Microsoft Entra Conditional Access 
Policies. These policies act as the decision engine for authentication. 

1.​ MFA Enforcement: Multi-Factor Authentication must be mandatory for all user 
access. 

2.​ Device Compliance: Policies should restrict access to devices that are marked as 
"Compliant" in Intune. This ensures that only managed, patched, and secure 
devices can initiate a connection, mitigating the risk of malware introduction from 
unmanaged home computers. 

3.​ Location Fencing: Access should be blocked from geographic regions where the 
organization operates no business, reducing the attack surface. 

Data Leakage Prevention (DLP) 

A common risk in VDI is the exfiltration of sensitive data via the endpoint. AVD provides 
native mechanisms to control this. 

Screen Capture Protection: 

This feature prevents sensitive information from being captured by client-side software. 
When enabled via GPO or Intune policy, the remote desktop content appears black in 
screenshots, screen sharing sessions (e.g., Teams, Zoom running on the local client), 
and snipping tools. This effectively blocks visual data exfiltration. 

Watermarking: 

Watermarking acts as a deterrent against "analog" exfiltration (e.g., taking a photo of the 
screen with a smartphone). AVD can overlay a QR code containing the session ID and 
user UPN on the desktop background. This does not prevent the photo but ensures that 
the source of any leak can be forensically identified and attributed to a specific user 
session. 

Clipboard and Drive Redirection: 

By default, RDP allows users to copy/paste text and files between the remote session 
and their local device. For high-security environments, this "Drive Redirection" and 
"Clipboard Redirection" should be disabled via RDP Properties or Group Policy to 
create a sealed environment where data cannot leave the secure enclave. 
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Operational Management and Optimization 
Operational excellence in AVD focuses on maintaining performance while aggressively 
managing costs. 

Autoscale Logic and Cost Optimization 

In a consumption-based model, leaving VMs running while idle is financially negligent. 
AVD Autoscale is the native mechanism to align infrastructure supply with user demand. 

Ramp-Up (Start of Day): 

During the morning login wave, the scaling logic should prioritize Breadth-First load 
balancing. This algorithm distributes user sessions evenly across all available session 
hosts. For example, if there are 10 users and 5 VMs, each VM gets 2 users. This 
maximizes the performance for early birds by giving them the most available CPU/RAM 
resources. 

Peak Hours: 

The scaling plan ensures that enough capacity is available to handle the maximum 
expected concurrency plus a buffer, preventing users from waiting for VMs to power on. 

Ramp-Down (End of Day): 

As users log off, the logic shifts to Depth-First load balancing. New sessions are 
directed to the host with the most active sessions (up to its limit), allowing empty hosts 
to be identified and deallocated (powered off) to stop billing. 

●​ Forced Logoff: Administrators must decide whether to force logoff disconnected 
sessions. While this yields the highest cost savings, it can result in data loss for 
users with unsaved work. A balanced approach typically involves a "notification" 
period followed by a forced logoff after a reasonable timeout (e.g., 2 hours of 
disconnected state). 

Monitoring with AVD Insights 

Visibility is critical for troubleshooting connection failures and latency complaints. AVD 
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Insights is a pre-built workbook in Azure Monitor that aggregates telemetry from the 
Host Pools, Workspaces, and Session Hosts. 

To enable this, a Data Collection Rule (DCR) must be created and associated with the 
session hosts via the Azure Monitor Agent (AMA). This DCR should capture key 
performance counters including: 

●​ User Input Delay: Measures the responsiveness of the interface to 
mouse/keyboard clicks. 

●​ Round Trip Time (RTT): Tracks network latency. 
●​ TCP/UDP Bandwidth: Verifies if users are successfully connecting via RDP 

Shortpath (UDP) or falling back to TCP. 

This data allows operations teams to proactively identify "noisy neighbors" (users 
consuming excessive CPU) and geographic hotspots suffering from high latency. 

Business Continuity and Disaster 
Recovery (BCDR) 
A robust BCDR strategy ensures resilience against region-wide Azure outages. The 
approach differs significantly depending on the host pool type. 

BCDR for Pooled Host Pools 

Since pooled desktops are stateless (user data is offloaded to FSLogix), the VMs 
themselves do not need to be replicated. Restoring service in a secondary region 
involves: 

1.​ Image Replication: Ensuring the Golden Image is available in the secondary 
region via the Compute Gallery. 

2.​ Infrastructure Standby: Maintaining a "warm" host pool in the secondary region 
(powered off) or automating the rapid deployment of new hosts using IaC scripts 
during a disaster declaration. 

3.​ Data Resilience (Cloud Cache): The critical path is the user profile. FSLogix 
Cloud Cache allows the profile container to be written simultaneously to storage 
locations in both the primary and secondary regions. This Active/Active or 
Active/Passive data replication ensures that when users log into the DR region, 

 

 

Cloud Experts | Page 14 



their profile is available immediately. Note that Cloud Cache introduces a slight 
I/O overhead due to the multiple write operations. 

BCDR for Personal Host Pools 

Personal desktops are stateful; users may save data locally or install unique software. 
Therefore, they must be treated as persistent servers. Azure Site Recovery (ASR) is the 
required solution here. ASR replicates the specific block-level changes of the VM disks 
to the secondary region. In a disaster event, the VMs are hydrated in the DR region, 
retaining all user-specific state. This comes with a higher RTO (Recovery Time 
Objective) compared to pooled desktops due to the replication latency and boot time. 

Pilot Execution and User Acceptance 
Testing (UAT) 
Before a full rollout, a controlled pilot is essential to validate the architecture against the 
success criteria. 

Success Criteria (KPIs) 

The pilot must meet quantitative performance targets before production approval. 

Metric Target Value Measurement Source 

Logon Duration < 30 seconds (Average) AVD Insights 

Network Latency 
(RTT) 

< 100ms (Global), < 50ms 
(Local) 

AVD Insights 

Session Reliability < 1% connection failure 
rate 

AVD Insights / Azure 
Monitor 

Host Performance CPU Usage < 80% during 
peak 

Azure Monitor 

Profile Load Time < 10 seconds FSLogix Operational 
Logs 
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Table: Key Performance Indicators for Pilot Success. 

UAT Scenarios 

Testing scripts should cover the full lifecycle of a user session. 

1.​ Connectivity: Test login from corporate LAN, home Wi-Fi, and mobile hotspot. 
Verify RDP Shortpath (UDP) activation. 

2.​ Application Functionality: Launch all critical business apps. Verify interaction 
between apps (e.g., copying from Excel to ERP system). 

3.​ Peripheral Redirection: Test webcam usage in Teams, local printing, and 
multi-monitor support. 

4.​ Resilience: Simulate a session disconnect (close laptop lid) and verify session 
reconnection and state preservation. 

Conclusion 
The implementation of Azure Virtual Desktop is a multifaceted journey that transcends 
simple virtual machine deployment. It requires a holistic architectural approach that 
integrates modern identity management, high-performance cloud storage, and 
automated infrastructure operations. By aligning with the Cloud Adoption Framework 
and adhering to the detailed strategies outlined in this roadmap—specifically the shift to 
Entra ID Join, the use of Azure NetApp Files for performance, and the rigor of 
Bicep-based automation—organizations can deploy a secure, scalable, and highly 
responsive virtual desktop environment. This strategic foundation not only meets the 
immediate needs of a hybrid workforce but establishes a future-proof platform for 
end-user computing innovation. 
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